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**Title: Implementation of Back Propagation Algorithm from Scratch**

**Objective: To understand and implement the back propagation algorithm for training neural networks from scratch.**

**Tasks:**

1. Understanding Back Propagation Algorithm

* Read and understand the theory behind back propagation algorithm.
* Learn about the mathematical concepts involved, such as gradient descent, error calculation, and activation functions.

1. Implementing a Multilayer Perceptron

* Write code to implement a MLP with single hidden layer with back propagation algorithm.
* Do not use any built-in library for implementing the MLP. Not even numpy.
* Use any simple dataset (e.g. MNIST, IRIS etc.) to test the network and observe the accuracy.

1. Analyzing Results

* Analyze the results of MLP.
* Provide the results in terms of accuracy and loss

**Deliverables:**

* Implementation code of single layer neural network with back propagation algorithm.
* Report documenting the results of neural networks.